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Abstract—Phased array radars (PARs) are attractive in weather surveillance primarily because of their capability to electronically steer. When combined with the recently developed beam multiplexing (BMX) technique, these radars can obtain very rapid update scans that are useful in monitoring severe weather. A consequence is that the small number of contiguous samples of the time series obtained can be a challenge for temporal/spatial filters used for clutter mitigation. As a result, the accurate extraction of weather signals can become the limiting performance barrier for PARs that employ BMX in clutter-dominated scattering fields. By exploiting the spatial correlation of the auxiliary channel signals, the effect of clutter contamination can be reduced in these conditions. In this paper, three spatial filtering techniques that used low-gain auxiliary receive channels are presented. The effect of clutter mitigation was studied using numerical simulations of a tornadic environment for changes in signal-to-noise ratio, clutter-to-signal ratio, number of time series samples, varying clutter spectral widths, and maximum weight constraints. Since such data are not currently available from a horizontally pointed phased array weather radar, experimental validation was applied to an existing data set from the turbulent eddy profiler, which is a vertically pointed PAR. Although preliminary, the results show promise for clutter mitigation with extremely short nonuniform sampling.
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I. INTRODUCTION

THE NATIONAL Weather Radar Testbed (NWRT), which is located in Norman, Oklahoma, has a 10-cm phased array radar (PAR) that became operational in 2003 [1]. The radar consists of an Aegis SPY-1A antenna and a Weather Surveillance Radar-88 Doppler (WSR-88D) transmitter. It serves to test the operational utility of PARs in monitoring the weather [1] and analyzing the evolution of severe storms to provide early warning. Examples of ongoing research at the testbed include beam multiplexing (BMX) [2], simultaneous aircraft tracking and weather surveillance [3], spaced-antenna interferometry to measure crossbeam wind and to detect/locate subvolume inhomogeneity [4], [5], monopulse processing [6], and the extraction of atmospheric refractivity from the scattering of ground targets [7]. Preliminary results of storm evolution [8] and microburst [9] comparisons between the PAR, WSR-88D, and Terminal Doppler Weather Radar are promising. The NWRT is quickly becoming an ideal resource for obtaining information on the effectiveness, advantage, and limitations of PARs under operational and research conditions for the surveillance of weather.

PARs, such as the NWRT PAR, are attractive in weather surveillance primarily because of their capability to electronically change their radiation pattern. Thus, they can steer the beam to any direction almost instantaneously. When combined with BMX, rapid update scanning strategies can be obtained without compromising data accuracy. According to Yu et al. [2], BMX can reduce the acquisition time up to four times when the received signal-to-noise ratio (SNR) is larger than 10 dB. A consequence of BMX, however, is that the number of contiguous time samples is small due to the scanning strategy that involves resampling the scattering region over many revisits. The length of the time series obtained during each revisit becomes problematic when clutter and weather are present simultaneously because the number of samples is shorter than the impulse response of the clutter filter. The performance of conventional clutter filters in time/spectral domain is poor in this situation, and the filtered signal does not accurately represent that of the weather signal. Since PARs consist of multiple received elements, the spatial correlation between the elements can be exploited using spatial filtering to reduce the clutter contamination. A benefit of spatial filtering is that contiguous samples are not required. As a result, spatial filtering can be used in conjunction with BMX, or other short-dwell time techniques, to image the atmosphere and provide updates that accurately reflect the atmospheric field. In addition, spatial filtering can be used to mitigate nonstationary clutter from aircraft, birds, etc. [10].

The application of PARs for monitoring the atmosphere is not new. Vertically pointed UHF and VHF radars have been used to image features within the atmospheric boundary layer and the mesosphere–stratosphere–troposphere layers (see [11]–[13],
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and the references therein). Spatial processing techniques for atmospheric observations include the simple spatial Fourier transform [14] and more complex techniques such as the maximum entropy method [15] and the data-dependent algorithm of [16] and [17]. Some of the atmospheric features that were investigated include clear-air turbulence and precipitation [18], plasma irregularities in the equatorial F region [15], structure of the polar mesosphere summer echoes [19], and airborne clutter in the boundary layer [10]. Moreover, phased arrays have been used since 1960 in other fields such as military radar, sonar, communication, geophysical exploration, astrophysical exploration, and biomedicine (see, for examples, [20]–[22], and the references therein). Although imaging using PARs is a mature concept, the application to weather surveillance is extremely limited with the only example being the passive mobile radar constructed by the Naval Post Graduate School [23].

The focus of this paper is the applicability of spatial filtering and phased array for weather observations when the number of contiguous samples is small. The content is particularly pertinent to BMX when the received output signal is contaminated by clutter. Although spatial filtering may be applied to all the receive elements of the phased array, the techniques that will be examined are limited to the partially adaptive array providing a computationally efficient alternative. This application is considered to be the next major hardware upgrade phase of the NWRT PAR. The outline of this paper is as follows. In Section II, an introduction to clutter mitigation using adaptive array processing is presented. Discussion of the benefits and drawbacks of the fully and partially adaptive arrays is made. Also presented are three adaptive algorithms and factors that affect the performance for the partially adaptive arrays. In Section III, the numerical setup and simulation results are presented. Factors such as SNR, clutter-to-signal ratio (CSR), number of points (NPTS), maximum weight constraint, and clutter spectral widths are examined. In Section IV, the three algorithms are validated using data from the turbulent eddy profiler (TEP) obtained from a PAR, and the results are presented. This paper is concluded in Section V.

II. CLUTTER MITIGATION USING ADAPTIVE ARRAY PROCESSING

In systems such as the WSR-88D, there is only one receiver and one channel output. Temporal filters [24], [25], spectral/autocorrelation filters [26], [27], and fits of polarimetric characteristics [28] can be used to extract the weather signal when clutter is present. Other techniques that can be used include designing the antenna sitting positions [29] and statistical selection of processed data using clutter maps [30], [31]. However, these systems are limited when weather and clutter are not distinct in either the temporal, spectral, or polarimetric domain. A notorious example is clutter caused by wind turbines, which has proven to be a difficult challenge given its wide and largely unpredictable Doppler spread [32]. Fortunately, spatial filtering using phased arrays may hold some promise in the mitigation of this increasingly important problem.

Phased array systems are composed of multiple spaced antennas, and the correlation between the time series signals of these sensors can be used to suppress the clutter when the weather and clutter are not separated in the temporal, spectral, or polarimetric domain. For example, the NWRT PAR consists of 4352 elements that make up the main receiver and six auxiliary elements used for canceling sidelobe clutter. These radars offer the capabilities to obtain radiation pattern on demand and degrade gracefully in performance. Processing methods for such systems are discussed in [33]–[37]. Additionally, they can adapt to the weather conditions, and changes can be made on a sample-by-sample or block-by-block basis. In the current WSR-88D, between 16 and 300 time samples are used to estimate the power and Doppler velocity. The number of contiguous samples collected decreases to as low as two samples when BMX is used.

Ideally, advanced systems such as fully adaptive arrays would be used for operational weather surveillance. However, systematic factors, such as designing the active/passive/hybrid structures, front-end architecture, array gain and noise figures, system dynamic range, array synthesis procedure, random and quantization errors, and heat management and power supplies, make the implementation difficult [38]. Partially adaptive arrays offer a simpler and lower cost alternate solution for monitoring the weather at the expense of mainlobe clutter mitigation. In the next section, a detailed description of these radars, their array models, and some of their spatially filtering techniques are presented.

A. Partially Adaptive Arrays

A partially adaptive array is an antenna system in which there are several auxiliary channel signals that can be individually weighted and a main channel signal. The main channel signal is obtained using a high-gain antenna, and the auxiliary channel signals are obtained using low-gain antennas. This array configuration was first introduced by Howells [39], and an example of such a configuration is shown in Fig. 1 for four auxiliary receive channels. The NWRT PAR is an example of such a system.

Accordingly, the output signal of the partially adaptive array is defined as

$$y(nT_s) = X_0(nT_s) - w^H x(nT_s)$$

where the output time series of the main channel is $X_0(nT_s)$, the vector of time series of the auxiliary channel is $x(nT_s)$, and

![Fig. 1. Depiction of a partially adaptive array. The signal in the upper path is obtained by forming a nonadaptive radiation pattern in the steered direction with weights $v$, and the lower channel is obtained using adaptive weights $w$, which is selected by some optimization scheme. The output signal is obtained by subtracting the adaptive signal from the nonadaptive signal.](image)
the weight vector of the auxiliary channel is \( \mathbf{w} \). The time series and weight vectors are both column vectors, and the length of each vector is equal to the number of auxiliary channels. The Hermitian operator is \( (\cdot)^H \), and the sampling time is \( T \). Moreover, the output signal \( \{ \mathbf{x}(nT_s); n = 0, 1, 2, \ldots, N - 1 \} \) is assumed to be a sequence of random variables that is discrete in time. The goal of the algorithms discussed in the next sections will be to determine the optimal (in some sense) weight vector \( \mathbf{w}_o \).

In many adaptive schemes [36], [37], [40], [41], the output signal is also considered as the error signal, or \( y(nT_s) = g(nT_s) \), and its power is employed as a cost function. Additionally, the correlation matrix at zero temporal lag of the auxiliary channel, which is defined as

\[
\mathbf{R} = E \{ \mathbf{x}(nT_s)\mathbf{x}^H(nT_s) \} 
\]

is used. The rank of \( \mathbf{R} \) is an important parameter used in characterizing the inverse matrix that depends on the number of time series samples, the number of antenna elements, the noise level, and the number of strong scattering regions. Most often, diagonal loading [42] is applied to reduce the effects of distorted main beam shape and high sidelobes caused by inverting the smaller eigenvalues when calculating \( \mathbf{R}^{-1} \). An indirect measure of diagonal loading is the maximum weight value \( \epsilon = \max \| \mathbf{w} \|^2 \).

1) Multiple sidelobe canceler (MSC): The MSC of [43] is a popular processing technique used in partially adaptive arrays that minimizes the expected mean-squared-error (mse) criteria to obtain the optimal filter weights. Thus, the minimization problem of the MSC is

\[
\min_{\mathbf{w}} E \{ e(nT_s)e^*(nT_s) \}. 
\]

In this system, the mse is positive definite, has a hyperparaboloid performance surface, and, therefore, has a global minimum solution. The solution could be obtained by taking derivatives or by applying the more elegant orthogonality principle, i.e., the solution is such that

\[
E \{ \mathbf{x}(nT_s)e^*(nT_s) \} = 0. 
\]

Substituting for the error and replacing \( \mathbf{w} \) by the optimal weights \( \mathbf{w}_o \) gives

\[
E \{ \mathbf{x}(nT_s) (\mathbf{x}_0(nT_s) - \mathbf{x}^H(nT_s)\mathbf{w}_o) \} = 0. 
\]

Defining \( \mathbf{p} = E \{ \mathbf{x}(nT_s)\mathbf{x}_0^*(nT_s) \} \) and rearranging provides the desired solution of

\[
\mathbf{w}_o = \mathbf{R}^{-1}\mathbf{p}. 
\]

2) Minimum variance distortionless response (MVDR): The MVDR of [16] is a technique used to obtain the optimal filter weights that satisfy a unity gain constraint in the steered direction and produce an output signal with the minimum averaged power [41]. Its minimization criterion was modified in this work to apply the technique to the partially adaptive array configuration. The solution of this minimization can be obtained by solving either a quadratic minimization equation or by using the Lagrange multiplier method. Although the minimization problem of the MVDR is similar to that of the MSC, subtle differences exist, which will be outlined next.

The weights using MVDR are obtained by defining the averaged output power as

\[
E \{ y(nT_s)y^*(nT_s) \} = E \{ |\mathbf{x}_0(nT_s) - \mathbf{w}^H\mathbf{x}(nT_s)|^2 \}. 
\]

It follows that the minimization problem is

\[
\min_{\mathbf{w}} E \{ |\mathbf{x}_0(nT_s) - \mathbf{w}^H\mathbf{x}(nT_s)|^2 \} \text{ subject to } \mathbf{w}^H\mathbf{e} = 0 
\]

where the steering vector is \( \mathbf{e} \), which is simply the array response in that direction (note that there is no relationship between the steering vector and the error signal previously defined). Based on the constraint, it is desired that the output signal in the steered direction is left unaltered. Since \( \mathbf{x}_0(t) \) is not weighted, it is easier to solve the problem by defining

\[
\mathbf{w} = [\mathbf{w}_0^{T} \mathbf{w}^{T}]^T 
\]

and

\[
\tilde{\mathbf{R}} = E \left\{ \begin{bmatrix} \mathbf{x}_0(nT_s) \\ \mathbf{x}(nT_s) \end{bmatrix} \begin{bmatrix} \mathbf{x}_0(nT_s) \\ \mathbf{x}(nT_s) \end{bmatrix}^H \right\}.
\]

The averaged output power is then

\[
E \{ y(nT_s)y^*(nT_s) \} = E \left\{ \begin{bmatrix} \mathbf{w}_0^H \mathbf{x}_0(nT_s) \\ -\mathbf{w}^H \mathbf{x}(nT_s) \end{bmatrix} \begin{bmatrix} \mathbf{x}_0(nT_s) \\ \mathbf{x}(nT_s) \end{bmatrix}^2 \right\} = \mathbf{w}^H \tilde{\mathbf{R}} \mathbf{w}. 
\]

Let

\[
\tilde{\mathbf{E}} = \begin{bmatrix} 1 & 1 \\ -\mathbf{e} & 0 \end{bmatrix}
\]

where \( \mathbf{0} \) is a column zero vector with length equal to the number of auxiliary channels, and \( \mathbf{1} = [1 \ 1] \). The constraint in the second column forces \( \mathbf{w}_0 \) to be unity.

Using quadratic minimization to solve the problem

\[
\min_{\mathbf{w}} \mathbf{w}^H \tilde{\mathbf{R}} \mathbf{w} \text{ subject to } \mathbf{w}^H \tilde{\mathbf{E}} = \mathbf{1} 
\]

results in

\[
\mathbf{w}_o = \mathbf{R}^{-1}\tilde{\mathbf{E}}(\mathbf{E}^H\mathbf{R}^{-1}\tilde{\mathbf{E}})^{-1}\mathbf{1}^H. 
\]

3) Subspace tracking spatial projection (STSP): The STSP of [44], designed to mitigate radio frequency interference of phased array radio telescopes, is a technique used to obtain the optimal weights constrained to be in the subspace of the clutter and produces an output signal that is not composed of any clutter component. The optimal weights of the STSP are obtained by projecting the weights of the MSC onto the clutter subspace, defined by the correlation matrix \( \mathbf{R}_c \).

The minimization problem is stated as follows:

\[
\min_{\mathbf{w}} E \{ y(nT_s)y^*(nT_s) \} \text{ subject to } \mathbf{w}_o \in \mathbf{R}_i. 
\]
In the minimization problem, \( w_o \in \mathbb{R}^i \) implies that the output weights are a subspace of the clutter space. In [44], STSP was formulated to reduce the mainlobe distortion and high sidelobe levels produced by the optimal weights obtained from the MVDR technique. In this work, the methodology is applied to the optimal weights obtained from the MSC. Thus

\[
    w_o = P_i^o R^{-1} p
\]  

(16)

where \( P_i^o = U_i U_i^H \), with \( U_i = (U_i^H U_i)^{-1} U_i^H \) and \( U_i \) being the clutter eigenvectors.

At this point, three different techniques have been presented for obtaining the optimal weights of a partially adaptive array. In the next section, their performance of mitigating clutter and preserving weather is examined.

III. NUMERICAL SIMULATIONS

The performance of the three sidelobe canceling (SLC) techniques is investigated via numerical simulations in terms of their capability to mitigate clutter and preserve weather. It will be evaluated for the parameter variations of \( \epsilon \), CSR, SNR, NPTS, and standard deviation of clutter spectral widths \( \sigma_c \). In these simulations, CSR and SNR are defined as the ratio of the two powers measured at 0.5° by the main receiver. NPTS is defined as the number of points used in each block to update the SLC weights. The retrieved power and Doppler velocity at each position are obtained using 256 points. The measures used are the bias and variance of the retrieved power as compared with the uncontaminated power. In addition, the performance is investigated for elevation angles ranging from 0.5° to 4.5° at 0.5° interval.

A. Radar Configuration and Environmental Fields

The simulator of [45] was used in generating the time series signals. An illustration depicting the simulator is shown in Fig. 2. This simulator uses point targets to model the environmental and clutter fields. The point targets that emulate the weather field have scattering and dynamic properties obtained from the Advanced Regional Prediction System (ARPS) [46], [47]. In contrast, the reflectivity is constant, and the motion is random for the point targets that emulate the ground clutter field. Control of the CSR is obtained by simulating the weather signal, setting the average weather signal power at 0.5° to an arbitrary level, and then varying the power of the clutter signal at 0.5° to obtain the desired CSR.

The weather field simulated is a tornadic event initiated using the 20 May 1977 Del City, Oklahoma, upper air sounding [48]. Parameters used in the simulation are listed in Table I. Fifty thousand point targets were used to model the environmental field, and 1000 point targets were used to model the clutter field. These targets occupied a volume of approximately \( 7 \times 7 \times 5 \) km\(^3\) with the radar located approximately 33 km from this volume. The positions of the elements of the radar are shown in Fig. 3. The main receiver is composed of 4352 elements, and the sidelobe canceler is composed of six auxiliary elements situated around the main receiver. The aperture of the combined radar is approximately \( 3.6 \times 3.8 \) m\(^2\), and its receive beamwidth is approximately 1.6° at broadside, whereas its transmit beamwidth was selected to be 20°. The range resolution was 235 m while the aliasing velocity was 23.4 m \( \cdot \) s\(^{-1}\) using a PRF of 10\(^3\) Hz at \( \lambda = 0.1 \) m. The radar observed the simulated tornadic event over a 200-s duration at 25-s interval; 256 time series samples were collected during each scan.

Fig. 4 contains the uncontaminated power and Doppler velocity fields as retrieved by the simulated radar over the observed duration. In particular, the Doppler velocity field is retrieved using the pulse pair algorithm. The observed weather feature is the mesocyclone as it develops a classic hook echo signature observed in tornadic supercells. Fig. 5 contains the same fields but with clutter contamination. The parameters of this simulation are CSR = 30 dB, SNR = 70 dB, and \( \sigma_c = 0.1 \) m \( \cdot \) s\(^{-1}\). In later simulations, the CSR ranged from 0 to 50 dB and is approximately near the suppression level of the ground clutter filter (GCF) used in the WSR-88D [29]. As observed, the clutter power and its Doppler velocity mask those of the weather when clutter exists. The retrieved power is larger.
and the measured Doppler velocity is close to zero. Only at 3.5° are some features of the weather features evident.

**B. Statistical Comparison of Clutter Mitigation Schemes**

In the previous section, the uncontaminated retrieved power and Doppler velocity were presented along with the contaminated fields for CSR = 30 dB, SNR = 70 dB, and $\sigma_c = 0.1 \text{ m} \cdot \text{s}^{-1}$. The results show that the power and Doppler velocity fields of the weather were masked using only Fourier beamforming for this particular clutter case. In this section, the performance of the SLC techniques is investigated. By using this particular clutter scenario with $\epsilon = 0.1$ and NPTS = 8 as the standard case, the performance is examined for systematic changes in CSR, SNR, NPTS, $\epsilon$, and $\sigma_c$.

The performance of the SLC techniques is determined by several controllable factors, and one such factor is the diagonal loading value. The results of the retrieved fields using MVDR at $t = 100 \text{ s}$ and 3.5° for the three amount of diagonal weights are shown in Fig. 6. The simulation parameters are CSR = 30 dB, SNR = 70 dB, $\sigma_c = 0.1 \text{ m} \cdot \text{s}^{-1}$, and NPTS = 4. When the diagonal value is insufficient, both the clutter and weather signals are removed, and a negative bias in the power is observed. When the diagonal value is too large, there is insufficient clutter suppression, and residual clutter exists.

Another controllable factor is the clutter space used in STSP. Since this range is not known *a priori*, then it must be the eigenvector of the largest eigenvalue of $\mathbf{R}$ by assuming that the clutter is the dominant signal measured at the radar. Observe in Fig. 7 the retrieved fields obtained using STSP by removing the signal belonging to the subspace of the two largest eigenvalues. The simulation parameters are $\epsilon = 0.1$, CSR = 30 dB, SNR = 70 dB, $\sigma_c = 0.1 \text{ m} \cdot \text{s}^{-1}$, and NPTS = 4. The retrieved results using the largest eigen subspace (eig-1) appear to be most like that of the weather, whereas the retrieved results using the second largest eigen subspace appear to be like that of the clutter. These results imply that most of the clutter signal belongs in the first eigen subspace and reinforce the assumption of the clutter being the dominant signal. However, complete removal of the clutter is only achieved if its subspace and that of the weather are orthogonal.

The results of the performance evaluation for the variations in $\epsilon$, CSR, SNR, NPTS, and $\sigma_c$ are shown in Fig. 8. When $\epsilon$ was varied and decreased from 0.5 to 0.01, as shown in Fig. 8(a), the performance at the higher elevation angles improved slightly for MVDR and MSC, whereas it remained approximately constant for STSP. The change observed using MVDR and MSC indicated a decrease in the loss of the weather signal with the increased $\epsilon$. In contrast, the performance degraded with decreased $\epsilon$ at the lower elevation angles for all the techniques and resulted in a larger residual clutter level. Since the elevation angle, the sidelobe level, and the clutter position are indirectly related, these results showed a balance between $\epsilon$ and elevation angles was needed to retrieve the weather signal. The results are also shown in Fig. 8(b) for CSR = 0, 10, 30, and 50 dB. A decreasing trend was observed for MVDR and MSC as CSR was increased, and this indicated that the performance of these two techniques degraded for the same processing parameters. The performance improved for STSP when CSR increased from 0 to 10 dB, decreased from 10 to 30 dB, and significantly decreased from 30 to 50 dB. Furthermore, a negative bias was observed for STSP when CSR = 0 dB. These results implied that the dominant subspace at CSR = 0 dB belonged to that of the weather and that the weather signal was being subtracted out. The dominant subspace transitioned from weather to clutter as CSR increased up to 30 dB, and this resulted in better bias values. The range of the clutter subspace increased beyond the dominant subspace as the performance degraded when CSR increased from 30 to 50 dB. The results of varying SNR between 10, 30, 50, and 70 dB in Fig. 8(c) showed that the performance remained constant at the higher SNR levels and was affected only when the SNR level fell to 10 dB. The results were more variable with NPTS in Fig. 8(d). The performance of MVDR and MSC improved, whereas it degraded for STSP when NPTS increased from 8 to 32. Large negative biases and standard deviations were observed at NPTS = 4 for MVDR and MSC, whereas the results remained approximately the same as compared for NPTS = 8 and STSP. These results obtained coincided with the rank of $\mathbf{R}$ and $\tilde{\mathbf{R}}$. At low NPTS, these matrices are not full rank, and MVDR and MSC required large diagonal loading values to retrieve the weather signal. The matrices are full rank at large NPTS and required lower diagonal loading values. However, this condition affected the characterization of the clutter signal using STSP and degraded its performance. A similar subspace effect was observed in Fig. 8(e) when $\sigma_c$ was varied from 0.01 to 0.5 m · s⁻¹ as the physical relationship of $\sigma_c$ is directly related to the localized position of the clutter source and the spread of the clutter subspace. As a result, the standard deviation and bias increased as $\sigma_c$ increased with the performance being most significantly affected for STSP when $\sigma_c$ changed from 0.1 to 0.5 m · s⁻¹.
Fig. 4. Uncontaminated weather field. Observation fields retrieved using Fourier weighting on the main elements over a 200-s period. The observed feature is that of an evolving mesocyclone as it develops a strong signature of a hook echo.
Fig. 5. Contaminated weather field. Retrieved field obtained using Fourier weighting on the main elements over a 200-s period. The simulation parameters are CSR = 30 dB, SNR = 70 dB, and \( \sigma_c = 0.1 \text{ m/s}^{-1} \). Observe that the environmental power field is masked by the strong return of the clutter and that the environmental Doppler velocity field is masked by the stationary characteristics of the clutter.
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Fig. 6. Example of diagonal loading effect. Simulation parameters are CSR = 30 dB, SNR = 70 dB, $\sigma_c = 0.1 \text{ m} \cdot \text{s}^{-1}$, and NPTS = 4. The fields were obtained at $t = 100 \text{ s}$ at 3.5°. The retrieved weather fields are like the uncontaminated fields obtained using the Fourier weights at the optimal diagonal loading value, whereas they contained a loss of the weather signal with a smaller value and residual clutter with a larger value.

Fig. 7. Example of subspace selection effect. Simulation parameters are $\epsilon = 0.1$, CSR = 30 dB, SNR = 70 dB, $\sigma_c = 0.1 \text{ m} \cdot \text{s}^{-1}$, and NPTS = 4. The fields were obtained at $t = 100 \text{ s}$ at 3.5°. The fields obtained by subtracting the signal contained in the dominant subspace resemble the uncontaminated weather signal, whereas the fields obtained by subtracting the signal contained in the next dominant subspace resemble the clutter signal. These results imply that the dominant subspace is that of the clutter field.

IV. ALGORITHM VALIDATION USING THE TEP

In this section, the conclusions drawn using simulations are validated using the TEP [49], a vertically pointed PAR, with data collected between 14:35 and 14:57 UTC on June 15, 2003 [10], [11]. The length of the data that are processed is approximately 20 min, and the weather features that are observed are of boundary layer columnar updrafts and diffuse downdrafts. Power and Doppler velocity fields are presented for outputs obtained using the MVDR, the MSC, the STSP, and the simple spatial Fourier transform. Additionally, the fields are also presented for data obtained by processing the output signal of the receiver setup using the simple spatial Fourier transform with a regression clutter filter. The output signals obtained by applying the MVDR, the MSC, the STSP, and the simple spatial Fourier transform provide a qualitative measurement of the performance for a real-data atmospheric sensing case even though the TEP is not a horizontally pointing radar.

A. Radar Configuration

The TEP, as shown in Fig. 9, is a 915-MHz boundary layer imaging radar. This radar has been used in the Vertical Transport and Mixing campaign [50] as well as for the qualitative comparison of large eddy simulations to boundary layer observations [51]. The radar consists of a 25° beamwidth transmit horn antenna and 64 receive 32° beamwidth microstrip patch antennas.

Its pulse repetition frequency is 35 kHz; however, 250 coherent samples were integrated to produce an effective sampling time of 7.14 ms and an aliasing velocity of 11.48 m·s$^{-1}$. The range resolution of this radar is approximately 33 m with 58 gates being recorded.

The array configuration of the radar in this particular experiment is shown in the right panel of Fig. 9. The elements are placed in a hexagonal configuration, and the aperture of the array is approximately $4.5 \times 4.0 \text{ (m}^2)$. The main channel consists of 52 elements marked by $\times$, and the sidelobe canceler consists of six elements marked by $\circ$. More details of the experimental configuration can be found in [10].

B. Preliminary Results

Time–height profile images of the power and Doppler velocity fields are shown in Fig. 10. These data were recorded approximately between 14:35 and 14:57 UTC on June 15, 2003, and processed using the MSC, the MVDR, the STSP, and the simple spatial Fourier transform. In addition, the images are presented by subtracting the mean of the time series samples (because of the small NPTS) to emulate a GCF. The controlled parameters used to process the data are NPTS = 4 and $\epsilon = 0.01$. The small NPTS is used to emulate the condition of BMX. A total of 256 time samples were processed for each gate to produce the images. As in the simulations, the first eigenvector is used in the STSP technique as an approximation of the clutter subspace. The weather features observed in the images are clear air echoes of columnar updrafts, which are associated with superadiabatic heating at the surface, and diffuse downdrafts, which are associated with entrainment at the boundary layer. Nonweather features include echoes of aerial
targets, ground targets, and intermittent interference. Examples of aerial targets are observed at approximately 14:50 UTC and 500 m and 14:49 UTC and 1250 m, and they are characterized by parabolic temporal power and radial velocity couplet. Close inspection of the aerial target reveals that the upper target was attenuated almost completely by the three SLC techniques and that only the extrema of paraboloid of the lower target are strongly attenuated. Based on the attenuation characteristics, it is expected that the upper target is outside the mainlobe and that the lower target is inside the mainlobe. Examples
of echoes from ground targets are located below 500 m and above 1250 m which are present over the entire measurement time. These echoes are characterized by strong power values and near-zero Doppler velocity. In these images, the observed difference in power of the elevated and near-surface echoes is linked to the proximity difference to the receivers between the two ground targets. Examples of intermittent interference are the vertical power flashes that are characterized by powerful pulses of electromagnetic energy that span all the gates and also have near-zero Doppler velocity values. Sources of the intermittent interference are possibly the nearby cellular transmission towers, which operate at a frequency near 915 MHz.
The examples of weather and nonweather echoes demonstrate the variety of scattering and interference sources that exist in the environmental field even for boundary layer profiling radars.

Since NPTS = 4, a large diagonal load constraint of $\epsilon = 0.01$ was applied to obtain results with low expected bias values for MVDR and MSC. As a consequence, the difference obtained between the three SLC techniques is small, and there is not much difference between the results obtained. A significant difference was observed between the SLC and the GCF techniques. The weather features are spatially continuous and have higher frequencies of low Doppler velocities with the SLC techniques, whereas they are intermittent and consist of larger Doppler velocities with the GCF technique. Examples of these differences are the power losses observed in the weather features between 500 and 1000 m where weather features appear like bubbles for the GCF technique as compared with a continuous flow for the SLC techniques.

V. Conclusion

The performance in terms of bias and standard deviation of the retrieved power for the MVDR, MSC, and STSP techniques was examined via simulation for the variations of $\epsilon$, CSR, SNR, NPTS, and $\sigma_c$. A comparison was made between a contaminated field with $\epsilon = 0.1$, CSR = 30 dB, SNR = 70 dB, $\sigma_c = 0.1$ m $\cdot$ s$^{-1}$, and NPTS = 8, and comparison was made to the same field without clutter contamination obtained using Fourier beamforming. The results obtained for the variation of $\epsilon$ showed that a balance between elevation angle and diagonal loading was required to optimally retrieve the weather signal. A degradation of performance was observed with increasing CSR for the MVDR and MSC techniques. The performance for STSP improved when CSR increased from 0 to 10 dB, stayed approximately constant for CSR between 10 and 30 dB, and degraded when CSR increased from 30 to 50 dB. The performance of the three SLC techniques was approximately constant for SNR levels above 10 dB for the simulated parameters, and a degraded performance was observed only when the SNR was at this level. At low NPTS, a large diagonal loading value was required to retrieve the weather signal for MVDR and MSC. Diagonal loading values below the optimal value produced results for these techniques with negative bias power, whereas diagonal loading values above the optimal value produced results with residual clutter. At large NPTS, a lower diagonal loading was required, but the results using STSP were worse compared with that obtained at lower NPTS. Variation in $\sigma_c$ produced a spread in the correlation matrix and resulted in a similar effect as seen in the results obtained using large NPTS.

The SLC techniques were also applied to the real data of boundary layer scattering with the TEP obtained between 14:35 and 14:57 UTC on June 15, 2003, using the constraints of NPTS = 4 and $\epsilon = 0.01$. The field was also obtained using a mean filter that acted as a GCF. Since a small $\epsilon$ was used, the difference between the retrieved results using the SLC techniques is small. However, a significant difference was observed in the retrieved fields between the SLC and GCF techniques. The weather features are spatially continuous and have higher frequencies of low Doppler velocities with the SLC techniques, whereas they are intermittent and consist of larger Doppler velocities with the GCF technique.

Given the increasing computational capacity of modern computers, implementation of more demanding algorithms will become a real possibility over the coming years. As a result, future clutter mitigation research can include studies of algorithms which exploit fully adaptive array designs. As has been shown in this paper, SLC solutions reduce the computational burden by adapting only a limited number of low-gain subarrays. A fully adaptive array has the potential of more aggressive spatial filtering of challenging nonstationary clutter targets that are near or in the main lobe of the antenna. As an example, a project is currently underway at The University of Oklahoma to explore the advantages of spatial filtering using fully adaptive arrays for the mitigation of wind turbines. With the nation’s goal of generating 20% of its energy needs from renewable resources by the year 2020, clutter contamination by large wind turbines will become an increasingly important issue, which may be addressed by adaptive spatial filtering methods using phased arrays.
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